Estimation of effective unsaturated hydraulic conductivity tensor using spatial moments of observed moisture plume
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[1] Knowledge of unsaturated zone hydraulic properties is critical for many environmental and engineering applications. Various stochastic methods have been developed during the past 2 decades to estimate the effective unsaturated hydraulic properties. Independent of these stochastic methods, we develop in this paper a practical approach to estimate the three-dimensional (3-D) effective unsaturated hydraulic conductivity tensor using spatial moments of 3-D snapshots of a moisture plume under transient flow conditions. An application of the new approach to data collected at the Hanford Site in southeastern Washington State yields an effective unsaturated hydraulic conductivity tensor that exhibits moisture-dependent anisotropy. The effective hydraulic conductivities compare well with laboratory-measured unsaturated hydraulic conductivity data from small core samples; they also reproduce the general behavior of the observed moisture plume at the site. We also define a moisture diffusivity length concept which we use in conjunction with estimated correlation scales of the geologic media at the field site to explain deviations between the observed and simulated plumes based on the derived effective hydraulic properties.


1. Introduction

[2] Geologic formations are heterogeneous at various length scales. To describe the bulk (or mean) flow behavior of a heterogeneous formation, the formation is often replaced by its homogeneous equivalent and effective or upscaled flow parameters are used to represent the equivalent medium. This study is concerned with deriving the bulk behavior of large-scale unsaturated media. The large scale corresponds to a scale affected by releases from a point injection source, a length scale of tens of meters in the lateral as well as in the vertical direction.

[3] Numerous studies have investigated the effective flow and transport properties for geologic formations under saturated conditions [Gelhar, 1993] but very few studies have examined the effective properties for unsaturated media. Theoretical work [e.g., Yeh et al., 1985a, 1985b, 1985c; Mantoglou and Gelhar, 1987; Green and Freyberg, 1995], numerical simulations [e.g., Khaleel et al., 2002; Wildenschild and Jensen, 1999b; Desbarats, 1998; Lu and Khaleel, 1993; Polmann et al., 1991; Yeh, 1989; Ababou, 1988] and experimental studies [e.g., Wildenschild and Jensen, 1999a; McCord et al., 1991; Yeh and Harvey, 1990; Stephens and Heermann, 1988] suggest that the effective unsaturated hydraulic conductivity (K) tensor for stratified sediments can exhibit moisture or tension-dependent anisotropy. That is, the anisotropy (ratio of K parallel to bedding to K perpendicular to bedding) increases with increasing tension (or decreasing moisture content, \( \theta \)). While the moisture-dependent anisotropy has often been invoked in modeling flow in large-scale unsaturated media, the concept has not been widely tested and verified in the field. This can be attributed to the fact that, although a number of large-scale field experiments [e.g., Rudolph et al., 1996; McCord et al., 1991; Wierenga et al., 1991a, 1991b] have been conducted in the past, very few of these experiments have collected sufficiently dense pressure head or moisture content data to quantify its presence in the field. Recently, Gee and Ward [2001] conducted water and tracer injection experiments at a field site located within the U.S. Department of Energy Hanford Site in southeastern Washington. Using neutron probes, the initial and subsequent \( \theta \) fields were obtained for 32 wells and 43 depths during the injection experiment. Such an extensive and dense data set provides a unique opportunity to investigate effects of heterogeneity on the dynamics of moisture movement within the vadose zone and evaluate moisture-dependent anisotropy in the effective K at the field site.

[4] Generally, field applications of the stochastic models to describe effective unsaturated hydraulic properties [Yeh et
al., 1985a, 1985b, 1985c; Mantoglou and Gelhar, 1987; Polmann et al., 1991] require accurate spatial statistics of unsaturated media properties at small scales [Holt et al., 2002]. This requirement, in turn, demands extensive sampling of field sites and hydraulic properties measurements, which are difficult, time consuming and costly [e.g., Greenholtz et al., 1988]. Therefore alternative approaches for estimating the effective unsaturated hydraulic properties and associated moisture-dependent anisotropy in situ are needed.

[5] In this paper, we develop a practical approach, which uses snapshots of observed moisture content plume under transient flow conditions to derive a three-dimensional (3-D) effective $K$ tensor. The methodology uses the temporal evolution of spatial moments of observed $\theta$ plumes and is independent of the preceding stochastic theories describing effective unsaturated hydraulic properties. Our new approach is similar to those of Sudicky [1986], Freyberg [1986], and Barry and Sposito [1990] who tied the moment analysis of the Borden tracer data to the macrodispersion concept in saturated media. The new technique is applied to data collected at the field site [Gee and Ward, 2001] and the results are compared with laboratory-measured unsaturated media properties [Khaleel and Freeman, 1995; Khaleel et al., 1995] at the site. Subsequently, using the derived effective hydraulic properties, we simulate the evolution of the 3-D moisture plume due to the injection experiment. The results are then compared with the observed moisture plume. Finally, we define a variable moisture diffusivity length concept and use its relation to the spatial correlation scale of the geologic media at the field site to evaluate the effectiveness of our effective hydraulic conductivity parameter estimation approach.

2. Approach

[6] As stated earlier, stochastic theories relate the effective unsaturated hydraulic properties of an equivalent homogeneous medium to the spatial statistics (i.e., means, variances, and correlation scales) of properties measured at small scales. As described below, instead of relying on the spatial statistics of small-scale hydraulic properties, the new method directly derives the effective properties using observed responses, specifically, the spatial and temporal changes in $\theta$ within the vadose zone. This is similar to the approach used by Yeh [1989], who used an optimization technique to seek the effective properties that minimizes the difference between the observed and the simulated pressure heads. Our new method, however, focuses on the spatial moments of observed and predicted $\theta$ plumes.

2.1. Spatial Moments of the Moisture Plume

[7] Spatial moments [Aris, 1956] have been widely used for quantifying migration and spread of a solute plume [e.g., Sudicky, 1986]. The spatial moment approach has recently been used to quantify the migration and spread of a moisture plume [e.g., Gee and Ward, 2001; Ye et al., 2005]. In particular, the spatial moments for a moisture plume are defined as

$$M_{jk}(t) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \theta_{\text{diff}}(x, y, z, t) x^j y^k \, dx \, dy \, dz \quad (1)$$

where $\theta_{\text{diff}}(x, y, z, t) = \theta(x, y, z, t) - \theta_{\text{init}}(x, y, z, 0)$, $\theta(x, y, z, t)$ represents the moisture content at a given time $t$ at a location $x, y, z$, and $\theta_{\text{init}}(x, y, z, 0)$ represents the initial moisture content. The zeroth, first and second spatial moments correspond to $i + j + k = 0, 1,$ and 2, respectively. The zeroth moment ($M_{000}$) represents the changes in moisture storage within the domain. The location $(x_c, y_c, z_c)$ of mass center of the moisture content difference at a given time is represented by

$$x_c = M_{001}/M_{000}, \quad y_c = M_{010}/M_{000}, \quad \text{and} \quad z_c = M_{002}/M_{000}. \quad (2)$$

The spread of the plume about its center is described by the spatial variance in $x, y,$ and $z$ directions:

$$\sigma_{xx} = \frac{M_{200}}{M_{000}} - x_c^2, \quad \sigma_{yy} = \frac{M_{020}}{M_{000}} - y_c^2, \quad \sigma_{zz} = \frac{M_{002}}{M_{000}} - z_c^2. \quad (3)$$

2.2. Estimation of Effective Unsaturated Hydraulic Properties.

[8] We now relate the calculated spatial moments to the effective unsaturated hydraulic properties. Consider a vadose zone that can be represented by an equivalent homogeneous medium. A $\theta$-based Richards’ equation can be used to describe the moisture movement in the medium under unsaturated conditions:

$$\nabla \cdot (D(\theta) \nabla \theta) + \frac{\partial K_x(\theta)}{\partial x} \frac{\partial \theta}{\partial x} + \frac{\partial K_y(\theta)}{\partial y} \frac{\partial \theta}{\partial y} + \frac{\partial K_z(\theta)}{\partial z} \frac{\partial \theta}{\partial z} = 0 \quad (4)$$

where $D(\theta)$ is the effective moisture diffusivity tensor, and $K_x(\theta)$ is the effective unsaturated hydraulic conductivity in the vertical $(z)$ direction. Note that a $\theta$-based Richards’ equation is valid only for the partially saturated homogeneous media, where $D(\theta)$ and $K(\theta)$ are spatially invariant over the entire medium. Although the vadose zone is inherently heterogeneous at small observation scales (i.e., core scale), it can be visualized as an equivalent homogeneous medium either in an ensemble mean or in a spatial average sense. If a representative elementary volume (REV) exists, $\theta$ in equation (4) represents the average of moisture content over many locations at an observation scale whose length scale is much greater than the heterogeneity scale (i.e., a spatially averaged value). To the contrary, if a REV does not exist, then it denotes the $\theta$ in a fictitious medium, representing the moisture content averaged over many possible vadose zones (i.e., ensemble mean $\theta$). The REV is defined as a control volume or control volumes whose volume-averaged properties are representative of every part of the medium in the field regardless of the location of the control volume in the medium [de Marsily, 1986]. Despite possible differences between the observed point values of $\theta$ and those by equation (4), the aim of the equivalent homogeneous approach is to produce the best, unbiased estimates of spatial moments of $\theta$ distribution within the vadose zone.

[9] Notice that equation (4) is analogous to an advection-dispersion equation for solute transport, where the first term on the left-hand side represents dispersion (i.e., the influence of capillary forces in dispersing a moisture front) and the second term represents the convective term (i.e., the effect of gravity causing downward propagation of moisture...
at a rate determined by $\partial K_z/\partial \theta$ if moisture diffusivity gradient is small compared to the gravity term. Accordingly, the convective term represents the rate of change of the first spatial moment of $\theta$ in the $z$ direction, i.e.,

$$\frac{\partial K_z}{\partial \theta} = V_z(0) = \frac{dz_\theta}{dt}_{|_{t=s(\theta)}}.$$  

(5)

The vertical hydraulic conductivity, $K_z$, consequently can be estimated provided that information on vertical velocity, $V_z$, is available for different $\theta$ values.

[10] Following the molecular diffusion or solute dispersion analysis that relates the rate of change in the spatial variance of a tracer plume to its diffusion or dispersion coefficient [Csanyi, 1973; Fischer et al., 1979], the rate of change in the spatial variance for a given $\theta$ is assumed to be equal to moisture diffusivity:

$$D_\theta(0) = K_z(0) = C(0) \frac{\partial \sigma_{\theta \theta}(0)}{\partial \theta}$$  

(6)

where the scalar, $C(0)$, is the moisture capacity function and the subscript $p$ denotes the $x$, $y$, or $z$ direction. According to equation (6), the ratio of spatial variances in different directions yields the anisotropy in $K$, i.e.,

$$\frac{K_x(0)}{K_z(0)} = \frac{D_x(0)}{D_z(0)} = \frac{\partial \sigma_{xx}(0)}{\partial \sigma_{zz}(0)}$$  

and

$$\frac{K_y(0)}{K_z(0)} = \frac{D_y(0)}{D_z(0)} = \frac{\partial \sigma_{yy}(0)}{\partial \sigma_{zz}(0)}.$$  

(7)

Furthermore, $K_x(0)$ and $K_y(0)$ functions can be derived using

$$K_x(0) = \frac{\partial \sigma_{xx}(0)}{\partial C(0)} K_z(0)$$  

and

$$K_y(0) = \frac{\partial \sigma_{yy}(0)}{\partial C(0)} K_z(0).$$  

(8)

Note that equations (7) and (8) are independent of the knowledge of the moisture capacity function as long as the function is a scalar as in the Richards’ equation. If the moisture capacity function is to be determined, equation (6) then can be used in conjunction with the calculated rate of change of the second spatial moment in the $z$ direction and $K_z(0)$:

$$\frac{dh}{d\theta} = C(0)^{-1} = \frac{1}{2} \frac{\partial \sigma_{zz}(0)}{\partial \theta} \frac{1}{K_z(0)}.$$  

(9)

Integration of equation (9) with respect to $\theta$ yields the function describing the relation between matric potential $h$ and $\theta$. Equations (5) through (9) are the basic equations for the new method of determining unsaturated hydraulic properties on the basis of observed $\theta$ plumes in a field.

3. Field Application

3.1. Site Description

[11] Our new approach is applied to data collected during a field injection experiment at the Hanford Site, Washington, [Gee and Ward, 2001]. The test facility (Figure 1) was originally designed and developed in 1980s [Sisson and Lu, 1984], and will be referred as the S&L site hereafter. The site mainly consists of sandy deposits with the presence of two layers of distinctly larger fraction of fine sediments [Gee and Ward, 2001]. Laboratory measurements of moisture retention, saturated and unsaturated conductivity are available for 15 repacked samples from the site [Khaleel and Freeman, 1995; Khaleel et al., 1995]. The moisture retention data for the laboratory samples for the drainage cycle of up to $-1000$ cm of pressure head were measured using “Tempe” pressure cells; the rest of the drainage curve up to $-15,000$ cm was measured using the pressure plate extraction method [Klute, 1986]. A variation of the unit gradient method was used to obtain unsaturated conductivity measurements [Klute and Dirksen, 1986; Khaleel et al., 1995]. The best fit curves based on the van Genuchten-Mualem model [Mualem, 1976; van Genuchten, 1980] are shown in Figure 2; they illustrate the general characteristics of hydraulic properties for sediments at the S&L site. Saturated hydraulic conductivity estimates for small core samples at the S&L site are also reported by Schaap et al. [2003].

[12] The injection experiments were conducted in June 2000 [Gee and Ward, 2001]. Prior to the first injection, the initial water content distribution was measured using neutron probes on 5 May 2000 at the 32 radially arranged cased boreholes (Figure 1). Injections began on 1 June and 4000 L of water were injected into an injection point (Figure 1) 5 m below the land surface over a 6 hour period. Similarly, 4000 L of water were injected in each subsequent injection on 8, 15, 22, and 28 June. During the experiment, neutron logging in 32 wells took place within a day following each of the first four injections. A wildfire burned close to the test site and prevented immediate logging of the moisture content distribution for the fifth injection. Three additional readings of the 32 wells were subsequently completed on 7, 17, and 31 July. During each neutron logging campaign,
water contents were monitored at 0.305 m depth intervals starting from a depth of 3.9 m and continuing to a depth of 16.8 m. Figures 3a, 3b, 3c, 3d, 3e, and 3f show cross-sectional views of the 3-D moisture content distribution observed on 2, 9, 16, and 23 June and 7 and 17 July (the white and black ellipses in Figure 3 are discussed later). A geostatistical analysis of the observed moisture plume is reported by Ye et al. [2005].

Matric potential measurements following the 15, 22, and 28 June injections were measured using drive cone tensiometers [Hubbell and Sisson, 1998] at well locations A-3 at a depth of 5.34 m and H-6 at a depth of 5.28 m (Figure 1). Although measurements were limited, they do provide some indication about the tension regime (generally between 0.5 m and 1.5 m) in the field during injection and redistribution periods.

3.2. Estimation of Spatial Moments

Several investigators analyzed the spatial moment of the observed moisture plume at the field site [e.g., Gee and Ward, 2001; Ye et al., 2005]. A detailed description of the spatial moment analysis and an in-depth discussion of the results used in this paper are given elsewhere [Ye et al., 2005].

3.3. Estimation of Effective Unsaturated Hydraulic Properties

To apply equation (5) to the 2000 injection experiments at the S&L site, the relation between the calculated first moment $z_c$ [m] and time $t$ [d] (Figure 4a) is fitted by a continuous function. For mathematical convenience, we choose a power function

$$z_c = at^{-b}$$

where $a$ and $b$ are coefficients of the power function and are equal to 8.7723 and 0.0667, respectively. The fitted function is shown in Figure 4a as a solid line. Since the function $V_z$ is defined by the rate of change of the first moment in the $z$ direction at measurement time $t_i$,

$$V_z|_{t_i} = \frac{\partial z}{\partial t}|_{t_i}.$$

Equation (11)

$V_z$ can be related to the $\theta_{ave}$ (the average $\theta_{diff}$ over the volume of the moisture plume that is determined by the white ellipsoids shown in Figure 3; see also Ye et al. [2005]) at various measurement times. Assuming that an exponential function describes the relation between $V_z$ and $\theta_{ave}$,

$$V_z = c[\exp(d\theta_{ave})]$$

we fit (12) to $V_z$ and $\theta_{ave}$ data to obtain coefficients, $c$ and $d$, which are 0.002 [m/d] and 42.454, respectively. The best fit line is shown in Figure 4b. Since $\theta = \theta_{ave} + \theta_{initial}$, the following equality for $V_z$ holds

$$V_z = \frac{dK_z}{d\theta} = \frac{dK_z}{d\theta_{ave}}.$$  

Equation (13)

Integration of equation (13) then yields

$$K_z(\theta) = f[\exp(g\theta_{ave})].$$

Equation (14)

where $f$ and $g$ are coefficients and are equal to $4.72 \times 10^{-5}$ [m/d] and 42.454, respectively (the average $\theta_{initial}$ was estimated to be 0.0846 for the entire field site).
The spatial variances (equation (3)) as a function of time for the observed moisture plume are shown in Figures 5a, 5b, and 5c. A second-order polynomial function in $t$ is fitted (solid lines in Figures 5a, 5b, and 5c) to the spatial variances of the observed data for the entire injection experiment period. Differentiation of the fitted function and evaluation for the day measurements were taken then yields the rate of change in the spatial variance (equation (6)). These rates of change in $\sigma_{xx}$ and $\sigma_{yy}$ are then related to the average $\theta_{ave}$ corresponding to each day, again assuming that a second-order polynomial is adequate. Once the ratios of $K_x(\theta)$ and $K_y(\theta)$ to $K_z(\theta)$ (equation (7)) are known, $K_x(\theta)$ and $K_y(\theta)$ are
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Figure 3. Snapshots of the observed moisture plumes and the ellipsoids (white, based on the observed plume and black, the simulated plume). See color version of this figure at back of this issue.
evaluated using $K_z(0)$, which is derived from equation (14) (units are m/d). These are

$$K_z(0) = f \exp\left[g(0 - \theta_{\text{inital}})\right]; \quad f = 4.72 \times 10^{-4} \text{ m/d}; \quad g = 42.45; \quad \theta_{\text{inital}} = 0.0846$$

$$K_z(0) = (a_1 \theta^2 - a_2 \theta + a_3)K_z(0); \quad a_1 = 988.48; \quad a_2 = 338.78; \quad a_3 = 30.60$$

$$K_x(0) = (b_1 \theta^2 - b_2 \theta + b_3)K_z(0); \quad b_1 = 693.11; \quad b_2 = 237.55; \quad b_3 = 22.14$$

These unsaturated hydraulic conductivity functions are plotted in Figure 6 as a function of $\theta$. Notice that during the analysis, the $x$, $y$, and $z$ coordinates were assumed to be the principal directions of the effective hydraulic conductivity tensor. That is, the off-diagonal terms in the hydraulic conductivity tensor are assumed to be zero.

For the same equivalent homogeneous medium, we can also obtain the moisture retention curve ($\theta$-$h$ relation) as follows. We first substitute the fitted second-order polynomial relation between $\sigma_{zz}$ and time $t$, and the estimated $K_z(0)$ from equation (15) into equation (9) to yield

$$\frac{\partial h}{\partial \theta} = \frac{1}{2K_z(0)} \frac{\partial \sigma_{zz}}{\partial t} = c_1 t \exp(-g\theta) + c_2 \exp(-g\theta)$$

$$c_1 = -18.9; \quad c_2 = 951.3; \quad g = 42.45.$$
Figure 7. Relation between $t$ and $\theta_{\text{diff}}$.

Since $\theta = \theta_{\text{diff}} + \theta_{\text{initial}}$, a regression analysis of $\theta_{\text{diff}}$ and $t$ data yields (see Figure 7)

$$t = d_1 \exp\{-d_2(\theta - \theta_{\text{initial}})\}$$

where $h$ is negative, $|\cdot|$ represents the absolute value, and $C$ is the constant of integration. Using the condition $|h| = 1.2$ m at $\theta = 0.0846$ in equation (18), the constant, $C$, is found to be 0.406. This estimated relation between $h$ and $\theta$ is shown in Figure 8, which shows a generally decreasing $\theta$ as $h$ becomes more negative. We can also estimate the moisture retention function for the equivalent homogeneous medium based on measurements for the 15 core samples (Figure 2a).

First, we assume that the effective moisture retention function is described by van Genuchten’s [1980] model:

$$\theta(h) = (\theta_i - \theta_s)(1 + \gamma|h|^n)^{-m} + \theta_s,$$  

where $|\cdot|$ is the absolute value, $\theta_s$ is the saturated moisture content, $\theta_i$ is the moisture content at residual saturation and $\gamma$, $\eta$, and $m$ are curve-fitting parameters with $m = 1 - 1/\eta$. Fitting equation (19) to obtain an average of the measured retention data for 15 samples (Figure 2a) yields 0.304, 0.00726, 25.054 m$^{-1}$, and 1.3702 for $\theta_s$, $\theta_i$, $\gamma$, and $\eta$, respectively. A plot of the average $\theta(h)$ function is also shown in Figure 8. A comparison of the estimated $\theta(h)$ using our new approach and that based on the core samples indicates that the estimated function generally agrees well with the average $\theta(h)$ function based on the 15 core samples. Nonetheless, we decided to use the average $\theta(h)$ function based on the core samples as the $\theta(h)$ function for the equivalent homogeneous medium.

[18] Using the value of $\theta_i$ from the average $\theta(h)$ function and equation (15), the saturated hydraulic conductivities ($K_x$, $K_y$, and $K_z$) of the equivalent homogeneous medium for the S&L site are estimated to be 9.9066 m/d, 7.302 m/d, and 0.5224 m/d, respectively.

3.4. Assessment of the Estimated Effective Hydraulic Properties

[19] The moisture movement during the 2000 injection experiment at the S&L site was simulated numerically using the effective unsaturated hydraulic conductivities and moisture retention curve derived from the preceding analysis. Since the medium is assumed to be homogeneous and only a point injection is involved, a two-dimensional (2-D) finite element variably saturated flow and transport model (VSAFT2) [Yeh et al., 1993] was used to simulate the 3-D axisymmetric infiltration problem. The model solves a mixed form of the Richards’ equation in radial coordinates:

$$\omega S_{s} \frac{\partial h}{\partial t} + \frac{\partial \theta}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ K_r(h) \frac{\partial h}{\partial r} \right] + \frac{\partial}{\partial z} \left[ K_z(h) \frac{\partial h}{\partial z} \right], \quad (20)$$

where $t$ is time, $r$ is the radial distance from the center of the injection point, and $z$ is the positive upward vertical coordinate. The pressure head, $h$, is positive when the medium is fully saturated and negative when the medium is partially saturated. The term $S_{s}$ represents specific storage (assumed to be 0.00001 m$^{-1}$ for the S&L site), which is used to account for possible saturation near the injection well. The transitioning parameter, $\omega$, is equal to one when $h$ is greater than or equal to zero, and zero when $h$ is negative. The unsaturated hydraulic conductivity functions, $K_r(h)$ and $K_z(h)$, are based on the calculated $K_r(0)$ and $K_z(0)$ (equation (15)), assuming $K_r(0) = K_z(0)$; the moisture retention curve is described by equation (19). VSAFT2 solves equation (20) using a Newton-Raphson (N-R) iteration scheme to avoid mass balance issues.

Figure 8. Plot of $|h|$ versus $\theta$ estimated from the new approach and those from an average of 15 samples.
The numerical simulation considered a 2-D domain of 15 m (horizontal) × 15 m (vertical). The left boundary of the domain was aligned with the center of the injection well. The domain was discretized into 900 uniform elements of size 0.5 m × 0.5 m in x and z. The other three sides of the domain were prescribed as constant head boundaries of a pressure head equal to −1.2 m, corresponding to the initial pressure head. Three nodes along the left boundary at an elevation of 9.5 m to 10.5 m were assigned as flux boundary nodes, where the injection rate and its schedule were specified according to measurements [Gee and Ward, 2001].

4. Results and Discussion

Figure 6 presents a comparison of the estimated K(θ), using the newly developed spatial moment-based technique, with measured unsaturated hydraulic conductivities [Khaleel and Freeman, 1995; Khaleel et al., 1995] and saturated hydraulic conductivities [Schaap et al., 2003] for small-scale core samples. All our effective K(θ) estimates fall within the cluster of the measured conductivity values, suggesting that the estimates are reasonable, especially since they are derived independently of the conductivity measurements. The Kx(θ) and Ky(θ) estimates are shown to be greater than the Kz(θ) estimates, indicating greater anisotropy in the x − z and y − z planes. Only small anisotropy exists in the x − y plane as reflected by the small differences between the effective Kx(θ) and Ky(θ) estimates. To our knowledge, this is the first quantitative estimate of 3-D moisture-dependent anisotropy in unsaturated hydraulic conductivity under field conditions.

As shown in Figure 6, the rate of reduction in lnKx(θ) is constant when θ decreases. The rates of reduction in lnKy(θ) and lnKz(θ) are greater than for lnKx(θ) for θ values larger than 0.2; they become similar to that of lnKx(θ) (i.e., the approximate parallel lines in Figure 6) in a narrow range of θ of about 0.2. The rate of reduction in lnKy(θ) and lnKz(θ) becomes smaller than that in lnKx(θ) when the θ values are less than 0.2. Such Kx(θ), Ky(θ), and Kz(θ) functions imply a moisture-dependent anisotropy ratio function (i.e., Kx(θ)/Ky(θ) or Kx(θ)/Kz(θ)) of a concave shape. That is, the anisotropy decreases first and then increases as soil becomes less saturated. A concave-shaped moisture-dependent anisotropy, as explained by the stochastic analysis [Yeh et al., 1985b, 1985c], is the result of a stratified geologic formation consisting of layers whose saturated hydraulic conductivity is correlated with a pore size distribution parameter (i.e., the exponent in the Gardner exponential unsaturated hydraulic conductivity model [Gardner, 1958]). Therefore the estimated concave moisture-dependent anisotropy is consistent with findings about the site’s geology [Gee and Ward, 2001; Ye et al., 2005]; the S&L site is composed of alternating layers of coarse- and fine-textured sands (see also the hydraulic properties in Figure 2).

Cross-sectional views of the simulated moisture plume are shown in Figure 9 for six observation days. The mass centers and spatial variances of the simulated plume are compared with those of the observed plume in Figure 10. In general, the simulated moisture plumes mimic the observed plumes but differ in detail. Likewise, in general, the spatial moments of the simulated plume are similar to those of the observed plume but different in detail.

The discrepancy in details between the observed and simulated plumes can be explained by the moisture diffusivity length [L] concept. It is defined as

$$\lambda(\theta) = \frac{D(\theta)}{dK(\theta)/d\theta}$$

which is analogous to the dispersivity [L] in solute transport analysis for porous media. While the dispersivity represents the distance over which mixing in porous media is effective, the moisture diffusivity length denotes the distance over which capillary forces are active. The calculated moisture diffusivity lengths are shown in Figure 11 as a function of θ for the 15 core samples from the S&L site. Note that the moisture diffusivity concept is not valid for pressure heads greater than the air entry pressure head and for θ lower than the residual θ. Figure 11 shows that near saturation, the moisture diffusivity length is large; it decreases as the medium becomes less saturated; and it then increases near the residual water content. For the range of θ values (0.10 to 0.25) observed during the injection experiment, the moisture diffusivity lengths are less than the vertical correlation length scale of heterogeneity (about 3.5 m [Ye et al., 2005]) at the field site. The capillary forces thus cannot overcome the dominant effect of heterogeneity (layers) and REVs for the moisture content during the experiment do not exist. The simulated moisture plume using the equivalent homogeneous medium approach consequently only represents the ensemble-averaged distribution, not single realizations (i.e., the observed moisture plume), a finding similar to that of Thierrin and Kitanidis [1994] for solute plumes in saturated media. In spite of discrepancies in the details of moisture content distribution, the spatial moments of the simulated plume, based on the newly developed effective parameter approach, apparently reproduce the spatial moments of the observed plume reasonably well.

Ellipsoids (white lines in Figure 3) showing the average location and dimension of the plume are determined using an approach similar to that of Ye et al. [2005] on the basis of spatial moments of the simulated plume at different times. The mass centers of these ellipsoids are at the same coordinates as those for the injection well. Compared with the actual plumes and the dotted ellipses based on model calculations from the observed data, the new ellipses define remarkably well the spatial variation of the moisture plumes. However, they overestimate the spatial variation in the z direction during the redistribution period and cannot reproduce the dipping of the ellipses calculated on the basis of moments of the observed moisture plume. Apparently, we did not assume that the x and z directions are the principal directions of the effective hydraulic conductivity tensor (i.e., the mixed terms in the tensor were considered), the discrepancies would have been minimized. An omission of variation of the principal directions [see Ye et al., 2005] in our analysis may also have exacerbated the discrepancies.

The simulation also replicates the observed split of peaks of the moisture plume (compare Figures 3a and 9a) during the first single injection experiment. Physically, the observed split of the moisture plume is attributed to the fine-
and coarse-textured layered structures at the field site [Ye et al., 2005]. In this equivalent homogeneous medium, the concave shape of anisotropy in the effective unsaturated hydraulic conductivity is responsible for the split of the simulated plume. Specifically, during the injection, the region adjacent to the injection point is near saturation; its horizontal hydraulic conductivity is larger than the vertical; and the injected water spreads out laterally. As water spreads out laterally, the medium near the injection point becomes less saturated and its horizontal hydraulic conduc-

**Figure 9.** Simulated moisture plume using the effective hydraulic properties based on our new method. See color version of this figure at back of this issue.
tivity approaches the concave portion of the effective conductivity, where the medium becomes less anisotropic. Water thus moves more vertically than horizontally due to a greater hydraulic gradient in the vertical direction. As the water migrates downward, it encounters dry regions of the medium, whose horizontal conductivity is greater than the vertical and as such spreads out laterally again. This concave anisotropy in an equivalent homogeneous medium certainly portrays the bulk geologic setting at the field site. Nonetheless, the ensemble concept embedded in the effective conductivity approach does not allow a correct prediction of the location (layer interface) where the split actually occurred in the field (i.e., again because of a single realization).

[27] A key assumption in our analysis is the use of equations (5) and (6). These equations are expected to be valid for our study since the $\theta$ values and moisture diffusivity gradients are low. Otherwise, they are merely approximations and a more rigorous mathematical analysis is needed. Several other assumptions and approximations behind our new approach may have led to discrepancies in the spatial moments of the simulated and observed plumes as well as in the detailed shape of the plumes. The moment analysis of the data implicitly assumes a unimodal distribution of the $\theta$ even though the moisture plume as shown in Figure 3 exhibits a bimodal distribution. The moments calculated on the basis of unimodal distribution simply represent the averaged moments. This approximation is identical to the one used in spatial moment analysis and in macrodispersion concept for tracer plumes at the Borden [Sudicky, 1986], Cape Cod [Garabedian et al., 1991], and Mississippi [Adams and Gelhar, 1992] tracer experiments. It is also identical to the normality assumption used in many statistical analyses. Our approach predicts the ensemble or bulk moments of the moisture plume, and therefore the ensemble-averaged behavior of the plume.

[28] Our approach implicitly assumes a single impulse injection of water while multiple injections were conducted during the experiment. Nonetheless, the fine-textured layer right below the injection point may have acted as a buffer that slowly released the injected water. Thus, for the overall moisture plume, multiple injections may be approximated as a single source.

[29] We approximate the $\theta_{\text{ave}}$ in equation (11) as the difference between the spatially averaged $\theta$ at a given time and that of the initial moisture content. In theory, this value should have been evaluated at the center of mass of the moisture plume. Moisture diffusivity in equations (6) and (9) similarly should have been evaluated at the $\theta$ value that represents the average of all $\theta$ values located at the square root of the spatial variance. The principal directions of the effective hydraulic conductivity are further assumed to be aligned with the $x$, $y$, and $z$ coordinates and remain fixed. In order to better reproduce the dynamically varying principal directions of the moisture plume [Ye et al., 2005], variations in the principal directions of the unsaturated hydraulic conductivity tensor should be considered as the moisture plume migrates. Last, as suggested by the work of McCord et al. [1991] and Mantoglou and Gelhar [1987], we also neglect large-scale hysteresis in the effective unsaturated hydraulic conductivities.

[30] In spite of these assumptions and approximations, we find that the effective $K$ estimates agree mostly within an order of magnitude of measurements based on the core samples (Figure 6). Furthermore, the estimated anisotropy in $K$ appears to reproduce the observed $\theta$ field reasonably well. This is an important result, considering the fact that very few field studies and techniques are available for evaluating moisture-dependent anisotropy. Our new approach estimates the effective $K$ solely based on the temporal evolution (snapshots) of spatial moments of moisture plumes. Neither our prior knowledge on the hydraulic conductivity of the core samples nor any geologic structure information is used during the estimation.
[31] Last, in the above analysis we chose to use power, exponential, and polynomial functions for fitting the moments of the observed plume. While this approach served our purpose, alternate innovative approaches are possible. For example, one can follow the work of Yeh et al. [1985a, 1985b, 1985c], Mantoglou and Gelhar [1987], and Polmann et al. [1991] on the use of the pressure-based Richards’ equation at the local scale to derive a theoretical relation between the spatial moments of a moisture plume and spatial statistics of local-scale unsaturated hydraulic properties (similar to the stochastic macrodispersion analysis of Dagan [1987]) under radial flow conditions. Instead of the power or polynomial models, these relations can be fitted to the observed moments. The effective $K(\theta)$ that fits the spatial moment data can then be derived, and the spatial statistics of small-scale hydraulic properties also can be inferred. In turn, the theoretical effective $\theta(h)$ can be determined. This suggested approach is of great practical significance. For example, if the spatiotemporal evolution of a moisture plume in the vadose zone can be monitored by remote sensing or geophysical surveys such as electrical resistivity tomography (ERT) [Yeh et al., 2002], integrative ERT [Liu and Yeh, 2004] or cross bore hole ground-penetrating radar (GPR) [Binley et al., 2001; Grote et al., 2003; Alumbaugh et al., 2002], then the effective unsaturated hydraulic properties and spatial variability of the vadose zone can be estimated with relative ease. The estimated properties based on moisture plumes then can be used in a predictive model for water resources management or for planning purposes for a large-scale vadose zone.

5. Summary and Concluding Remarks

[32] A new and practical technique, based on the $q$-based Richards’ equation and evolution of spatial moments of a moisture plume, was developed to estimate the effective unsaturated hydraulic conductivity tensor of an equivalent homogeneous medium. The effective hydraulic conductivities, based on the new approach and analysis of the injection experiment data at the S&L site, compare well with the laboratory-measured conductivities for core samples. Furthermore, spatial moments of the simulated plume based on the effective hydraulic conductivities are in good agreement with those for the observed plume. The new technique not only provides a new way to estimate effective $K$ but also allows the previously developed moisture-dependent anisotropy concept to be quantitatively evaluated. The overall good agreement of conductivities derived from laboratory measurements and the good comparison between the numerically simulated plume and the observed plume demonstrate that moisture-dependent anisotropy is a valid, reproducible phenomenon in the field. The macroscopic anisotropy does indeed vary with decreasing moisture content of the unsaturated medium. We illustrate the fact that, at this particular field site, the effective hydraulic properties of an equivalent homogeneous medium can yield a similar temporal evolution of spatial moment of the observed moisture plume. The simulated moisture plume, based on the effective hydraulic conductivities of an equivalent homogeneous medium, however, does not necessarily resemble the observed distribution. We further show that the relation between the moisture diffusivity length and the vertical correlation scale of the dominant heterogeneity may ultimately determine the correspondence between the observed and simulated plumes using the effective property approach. Nonetheless, in spite of the inherent limitation of the effective property approach, we feel that the new technique is a useful practical tool for estimating effective unsaturated hydraulic conductivities based on snapshots of moisture movement in a large-scale vadose zone. It is relatively simple and applicable to column-, sandbox-, or field-scale problems.
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Figure 3. Snapshots of the observed moisture plumes and the ellipsoids (white, based on the observed plume and black, the simulated plume).
Figure 9. Simulated moisture plume using the effective hydraulic properties based on our new method.